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a b s t r a c t

This paper studies the consensusability problem of discrete-time linear multi-agent systems over analog
fading networks. It aims to decide whether there exists a distributed controller such that the underlying
multi-agent system can achievemean square consensus over analog fading channels. Conditions to ensure
mean square consensus are derived for the scenarios of undirected communication topologies with
identical fading networks, balanced directed communication topologies with identical fading networks,
and undirected communications topologies with non-identical fading networks, respectively. For scalar
systems, the sufficient condition is shown to be necessary. The results indicate that the effect of fading
networks on consensusability is determined by the statistics of channel fading. Finally, simulations are
conducted to validate the theoretical results.
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1. Introduction

Nowadays, single-agent systems are incapable of dealing with
complex tasks, and cooperation among multi-agent systems be-
comes necessary. Among various cooperative tasks, consensus,
which requires all agents to reach an agreement on certain quan-
tity of common interest, builds the foundation of others (Olfati-
Saber, Fax, & Murray, 2007; Ren & Beard, 2008). One question
arises before control synthesis: whether there exist distributed
controllers such that the multi-agent system can achieve con-
sensus. This problem is usually referred to as consensusability of
multi-agent systems. Several important results have been derived
to answer this question, under an undirected/directed commu-
nication topology (Li, Duan, Chen, & Huang, 2010; Ma & Zhang,
2010; Trentelman, Takaba, & Monshizadeh, 2013; You & Xie,
2011). Ma and Zhang (2010) show that to ensure the consensus
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of a continuous-time linear multi-agent system, the LTI dynamics
should be stabilizable and detectable, and the undirected commu-
nication topology should be connected. Furthermore, You and Xie
(2011) show that for a discrete-time linearmulti-agent system, the
product of the unstable eigenvalues of the system matrix should
additionally be upper boundedby a function of the eigenratio of the
undirected graph. Extensions to directed graphs and robust con-
sensus can be found in Li et al. (2010) and Trentelman et al. (2013).
Most of the consensusability results discussed above are derived
assuming perfect communication. However, in wireless networks,
which are commonly used bymostmulti-agent systemsnowadays,
channel fading is unavoidable due to changing environments, and
thus it is necessary to consider its impact on the consensusability
of multi-agent systems.

Analog channel fading is usually modeled as a multiplica-
tive noise, which can be used as well to describe the packet-
loss phenomenon. As to the problem of networked control with
communications corrupted by multiplicative noises of a single
agent system, there exist plentiful results; see, e.g., Sinopoli et al.
(2004), Elia (2005), Schenato, Sinopoli, Franceschetti, Poolla, and
Sastry (2007), Xiao, Xie, and Qiu (2012). Sinopoli et al. (2004) con-
sider the Kalman filtering problem over a packet-loss channel and
it is shown that there exists a critical value for the pack-loss rate,
above which the Kalman filter is unstable. The work (Elia, 2005)
studies the networked stabilization problem over fading channels.
It demonstrates that to ensure mean square stability, the mean
square capacity of the fading channel should be greater than the
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Fig. 1. Information transmission from agent j to agent i.

instability degree (Elia, 2004) of the SISO LTI dynamics. Xiao et al.
(2012) further extend the results to MIMO systems with mul-
tiple fading channels. However, all the above results deal with
single-agent systems only. When considering the consensus prob-
lem of multi-agent systems over fading networks, one needs to
analyze the effect of the communication topology and this can-
not be achieved directly using methods for control of a single
agent systemwithmultiplicative noises. Note that, fading factors in
multi-agent systems can be regarded as coupling terms. The prob-
lem considered in the coupled multi-agent systems commonly as-
sumes unknown constant couplings, e.g., Ma (2009) and Zhang and
Zhang (2013). While in this paper, the fading factor is essentially
stochastic, which makes the problem more difficult.

Recently, Xiao, Xie, Niu, and Hong (2014) consider the
distributed estimation problem over analog fading networks using
constant-gain estimators. Necessary and sufficient conditions on
communication networks for bounded mean square estimation
error covariance are given for continuous-time and discrete-time
systems respectively, which reveal the fundamental limitation on
distributed estimation induced by local communications, channel
fading, and system dynamics. Xiao et al. (2014) deal with identical
fading networks with undirected communication topologies only.
To the best of authors’ knowledge, there is no existing result on
how non-identical fading networks impact the consensusability.

This paper focuses on the consensusability of multi-agent
systems over identical and non-identical fading networks re-
spectively. Sufficient conditions are derived under different com-
munication environments and interaction topology settings. The
derived results demonstrate how the system dynamics, the com-
munication quality and the network topological structure inter-
play with each other to allow the existence of a linear distributed
consensus controller. Specifically, the contributions of this paper
are summarized as follows: (1) in the scenario of identical fad-
ing networks and undirected communication topologies, a suffi-
cient condition is given to ensure mean square consensus, and it
is shown that the sufficient condition is also necessary for scalar
systems; (2) a sufficient condition which ensures mean square
consensus under identical fading networks and balanced directed
communication topologies is derived using Lyapunov methods;
(3) edge Laplacian is adopted to analyze how non-identical fading
networks affect mean square consensus, and sufficient conditions
are derived under undirected tree communication topologies. Pre-
liminary results on the case with identical fading networks have
been reported in the conference paper (Xu, Xiao, & Xie, 2014). This
paper contains new results on the case with non-identical fading
networks and refined results on the case with identical fading net-
works. The rest of the paper is organized as follows. Section 2 pro-
vides background materials and problem formulation. Section 3
deals with the case of identical fading networks, and the mean
square consensus problem over non-identical fading networks is
discussed in Section 4. Simulations are given in Section 5. This pa-
per ends with some concluding remarks in Section 6.

Notation: All matrices and vectors are assumed to be of appro-
priate dimensions that are clear from the context.R, Rn, Rm×n rep-
resent the sets of real scalars, n-dimensional real column vectors,
andm×n-dimensional real matrices, respectively. 1 denotes a col-
umn vector of ones. IN ∈ RN×N represents the N by N identity ma-
trix and the subscript N is dropped when the dimension is clear
from the context. A′, A−1, ρ(A) are the transpose, the inverse and
the spectral radius ofmatrixA.⊗, ⊙ represent the Kronecker prod-
uct and the Hadamard product, respectively. For a symmetric ma-
trix A, A ≥ 0 (A > 0) means that matrix A is positive semi-definite
(definite). E{·} denotes the expectation operator.

2. Preliminaries and problem formulation

Let V = {1, 2, . . . ,N} be the set of N agents with i ∈

V representing the i-th agent. Graph G = (V, E) is used to
characterize the interaction among agents, where E ⊆ V × V
denotes the edge set with paired agents. An edge (j, i) ∈ E means
that the i-th agent can receive information from the j-th agent. The
neighborhood set Ni of agent i is defined as Ni = {j |(j, i) ∈ E}.
The adjacency matrix is defined as Aadj = [aij]N×N , where aii = 0,
aij = 1 if (j, i) ∈ E and aij = 0, otherwise. The graph Laplacian
matrix L = [Lij]N×N is defined as Lii =


j∈Ni

aij, Lij = −aij for
i ≠ j. A directed path on G from agent i1 to agent il is a sequence of
ordered edges in the form of (ik, ik+1) ∈ E , k = 1, 2, . . . , l − 1. A
graph contains a directed spanning tree if it has at least one agent
with directed paths to all other agents.G is undirected ifAadj = A′

adj.
An undirected graph is connected if there is a path between every
pair of distinct nodes. A graph G is called balanced if and only ifN

j=1 aij =
N

j=1 aji for all i.
The discrete-time dynamics of agent i has the following form

xi(t + 1) = Axi(t) + Bui(t), yi(t) = Cxi(t) (1)

where i = 1, 2, . . . ,N , and xi ∈ Rn, yi ∈ Rp, ui ∈ Rm represent the
agent state, output and control input, respectively. Without loss of
generality, assume B has full-column rank and C has full-row rank.

The agents communicate information to their neighbors
through fading channels (see Fig. 1). Specifically, in this paper, we
let the j-th agent send the information Cvj(t) − yj(t) to the i-th
agent at time t with vj ∈ Rn representing the j-th agent’s controller
state as specified later. At the channel output side, the ith agent
receives the deteriorated information

oij(t) = εij(t)(Cvj(t) − yj(t)) + nij(t)

with εij modeling the channel fading and nij denoting a zero-mean
white communication noise with bounded variance. Depending
on the particular propagation environment and communication
scenario, different statistical models can be used for the channel
fading εij (e.g., Rayleigh, Nakagami, Rician) (Goldsmith, 2005).
Combining all the received information from its neighbors, agent i
generates the control input by using the following controller

vi(t + 1) = (A + BK) vi(t)
+ F


j∈Ni


εij(t) (Cvi(t) − yi(t)) − oij(t)


ui(t) = Kvi(t)

(2)

where i = 1, 2, . . . ,N , and F and K are controller parameters to
be designed.

Remark 1. Note that the above control protocol reduces to an
observer based output feedback controller when a single agent
system is concerned. In the paper, it is assumed that after each
transmission, the instantaneous value of the fading εij is known to
the receiver, which is a reasonable assumption for a slowly varying
channel with channel estimation (Goldsmith, 2005).

We aim to derive conditions on the fading statistics, the
agent dynamics and the communication topology under which
there exist F and K in the controller (2) such that the multi-
agent system (1) can achieve mean square consensus. Let si =
xi′, vi

′
′, s = [s′1, s

′

2, . . . , s
′

N ]
′, and define the consensus error
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as δ = s −
1
N ((11′) ⊗ I2n)s. The mean square consensus is de-

fined as the mean square boundedness of the consensus error,
i.e., limt→∞ E{δ(t)δ(t)′} ≤ M , where M > 0 is a constant matrix.
To avoid triviality, wemake the following assumption as in Section
II.B of You and Xie (2011).

Assumption 1. All the eigenvalues of A are either on or outside the
unit disk.

In the following, the mean square consensusability problem is
studied under identical fading networks and non-identical fading
networks, respectively.

3. Consensus over identical fading networks

In this section, we consider the scenario where all the fading
channels are identical.

Assumption 2. The channel fading is identical and i.i.d., i.e., εij(t) =

ε(t) for all t ≥ 0, i, j = 1, 2, . . . ,N , and the sequence {ε(t)} is
i.i.d. with mean µ and variance σ 2.

Throughout this paper, if the state of a stochastic dynamical
system converges to zero in mean square sense, we say the
dynamical system is mean square stable. The error dynamics of δ
under Assumption 2 is δ(t+1) = (I⊗A+ε(t)L⊗H)δ(t)+F (t),
with A =


A BK
0 A + BK


, H =


0 0

−FC FC


and F (t) = (I −

1
N ((11′) ⊗ I2n))[

N
j=1[0

′, −n1j(t)′F ′
], . . . ,

N
j=1[0

′, −nNj(t)′F ′
]]

′.
Since nij(t) is with bounded variance, so is the F (t). Because the
consensusability is defined as the mean square boundedness of δ,
if the following dynamics is mean square stable

δ(t + 1) = (IN ⊗ A + ε(t)L ⊗ H) δ(t) (3)

i.e., limt→∞ E{δ(t)δ(t)′} = 0,mean square consensus of themulti-
agent systems can be achieved. Thus we focus on studying the
requirement under which system (3) is mean square stable. The
following lemma, which describes the solvability of a modified
Riccati inequality, is critical in networked control over fading
channels of a single agent system. The extension of networked
control over fading channels from single-agent systems to multi-
agent systems relies closely on Lemma 1.

Lemma 1 (Schenato et al., 2007). Under Assumption 1 and assuming
that (C, A) is observable, there exists a solution P > 0 to the following
modified Riccati inequality

P > APA′
− γ APC ′(CPC ′)−1CPA′ (4)

if and only if γ is greater than a critical value γc ∈ [0, 1).

Remark 2. The value γc is of great importance for determining the
critical erasure probability in Kalman filtering over intermittent
channels (Mo & Sinopoli, 2008; Schenato et al., 2007; Sinopoli
et al., 2004). It has been shown that the critical value γc is only
determined by the pair (A, C) (Mo & Sinopoli, 2008). However,
an explicit expression of γc is only available for some specific
situations. For example, it has been shown that when rank(C) = 1,
γc = 1 −

1
Πi|λi(A)|2

and when C is square and invertible, γc = 1 −

1
maxi |λi(A)|2

. For other cases, the critical value γc can be obtained by
solving a quasiconvex LMI optimization problem (Schenato et al.,
2007).

3.1. Undirected graph case

The basic idea in this subsection is to transform themean square
stabilization problem of (3) into an equivalent simultaneous mean
square stabilization problem, i.e., to determinewhether there exist
common control gains F and K that can simultaneously stabilize
a series of subdynamics in mean square sense. Let h = (IN ⊗
In −In
0 In


)δ, then

h(t + 1) =

IN ⊗ Ā + ε(t)L ⊗ H̄


h(t) (5)

with Ā =


A 0
0 A + BK


, H̄ =


FC 0

−FC 0


. The mean square

stability of (3) is equivalent to that of (5). If the undirected graph
G is connected, we can select φi ∈ RN such that Lφi = λiφi

and form the unitary matrix Θ = [1/
√
N, φ2, φ3, . . . , φN ] with

diag(0, λ2, λ3, . . . , λN) = Θ ′LΘ and 0 < λ2 ≤ λ3 ≤ · · · ≤

λN (Ren & Beard, 2008). Let g = [g ′

1, g
′

2, . . . , g
′

N ]
′
= (Θ ′

⊗ I2n)h,
then g1 ≡ 0 and

gi(t + 1) = (Ā + λiε(t)H̄)gi(t) (6)

for i = 2, 3, . . . ,N . Thus the mean square stability of (5) is
equivalent to the simultaneous mean square stability of (6) with
i = 2, 3, . . . ,N .

In the following, we will show that the mean square stability
of (6) for any i can be obtained from that of a low-dimensional
system, which physically implies that dynamic output feedback
control has the same effect as state feedback control if the
communication topology is undirected and connected.

Lemma 2. Under Assumptions 1 and 2, there exist F and K , such that
system (6) is mean square stable if and only if (A, B) is controllable
and g1i(t + 1) = (A + λiε(t)FC)g1i(t) is mean square stable.

Proof. (Sufficiency) Suppose there exists F , such that g1i(t + 1) =

(A+λiε(t)FC)g1i(t) ismean square stable, then there exists P1i > 0,
such that P1i > (A+ λiµFC)P1i(A+ λiµFC)′ + λ2

i σ
2FCP1iC ′F ′ (Xiao

et al., 2012). Since (A, B) is controllable, there exist P2i > 0 and
K such that P2i − (A + BK)P2i(A + BK)′ > Qi for any Qi > 0.
Define Qi = λ2

i (µ
2

+ σ 2)FCP1iC ′F ′
+ M ′

iH
−1
i Mi, Mi = (A +

λiµFC)P1i(λiµFC)′ + λ2
i σ

2FCP1iC ′F ′, Hi = P1i − λ2
i σ

2FCP1iC ′F ′
−

(A + λiµFC)P1i(A + λiµFC)′, and P̄i =


P1i 0
0 P2i


. Based on Schur

Complement Lemma (Bernstein, 2009), it is easy to show that P̄i >
(Ā+λiµH̄)P̄i(Ā+λiµH̄)′+λ2

i σ
2H̄P̄iH̄

′, which implies themean
square stability of (6) and thus proves the sufficiency.

(Necessity) Since system (6) is mean square stable, decompos-
ing gi = [g ′

1i, g
′

2i]
′ as

g1i(t + 1) = (A + λiε(t)FC) g1i(t) (7)
g2i(t + 1) = (A + BK) g2i(t) − λiε(t)FCg1i(t). (8)

Then, the subdynamics (7) should be mean square stable. Besides,
from Lyapunov inequality (Papoulis & Pillai, 2002) in probability
theory, the mean square stability of (6) implies that the first-
moment dynamics E{gi(t + 1)} =


A + λiµFC 0
−λiµFC A + BK


E{gi(t)}

is stable, which indicates that A + BK is stable. Thus under
Assumption 1, (A, B) is controllable. This completes the proof of
the necessity.

In view of Lemma 2, we have the following result.

Theorem 1. Under Assumptions 1 and 2, the multi-agent sys-
tem (1) is mean square consensusable by the controller (2) under a
connected undirected communication topology if (A, B) is control-
lable, (C, A) is observable, and

γ1 ,
µ2

µ2 + σ 2
×


1 −


λN − λ2

λN + λ2

2


> γc (9)

where γc is given in Lemma 1. Moreover, if (9) holds, there exists a
solution P0 > 0 to the modified Riccati inequality (4) with γ = γ1,



L. Xu et al. / Automatica 71 (2016) 292–299 295
and a pair of control gains that ensures mean square consensus can be
given by F = −

2µ
(λ2+λN )(µ2+σ 2)

AP0C ′(CP0C ′)−1 and any K satisfying
that A + BK is stable.

Proof. If (9) is satisfied and (C, A) is observable, in view of
Lemma 1, there exists a solution P0 > 0 to the modified Riccati
inequality (4) with γ = γ1. It is easy to show that γi > γ1 for all

i = 2, 3, . . . ,N with γi =
µ2

µ2+σ 2 ×
4(λi(λ2+λN )−λ2i )

(λN+λ2)2
. Thus we have

P0 > AP0A′
− γiAP0C ′(CP0C ′)−1CP0A′, which can be equivalently

formulated as P0 > AP0A′
+ λiµAP0C ′F ′

+ λiµFCP0A′
+ λ2

i (µ
2

+

σ 2)FCP0C ′F ′ with F = −
2µ

(λ2+λN )(µ2+σ 2)
AP0C ′(CP0C ′)−1. This

implies g1i(t + 1) = (A+ λiε(t)FC)g1i(t) is mean square stable for
all i = 2, 3, . . . ,N . Since (A, B) is controllable, in view of Lemma 2,
we know that (6) with i = 2, 3, . . . ,N are simultaneously mean
square stable, which indicates that mean square consensus of
multi-agent system (1) is achieved and this completes the proof.

In the following, we show that the sufficient condition in
Theorem 1 is also necessary for scalar systems, i.e., n = p = 1.
Without loss of generality, let A = a0, C = 1, F = f0.

Corollary 1. Under Assumptions 1 and 2 and n = p = 1, the
multi-agent system (1) is mean square consensusable by the con-
troller (2) under a connected undirected communication topology if
and only if (A, B) is controllable, (C, A) is observable, and (9) holds
with γc = 1 −

1
a20
.

Proof. Since the sufficiency has been shown in the proof of
Theorem 1, here we only prove the necessity. Since the mean
square stability of (3) implies the mean square stability of g1i(t +

1) = (a0 + λiε(t)f0)g1i(t) for all i = 2, 3, . . . ,N from the proof of
Lemma 2, we have

a20 + 2λiµf0a0 + λ2
i (µ

2
+ σ 2)f 20 < 1. (10)

By completing the square of (10), we have
λi


µ2 + σ 2 f0

a0
+

µ
µ2 + σ 2

2

<
1
a20

+
µ2

µ2 + σ 2
− 1

which further indicates

β
i
<

 f0a0
 < β i (11)

with

β
i
=

−


1
a20

+
µ2

µ2+σ 2 − 1 +
µ

√
µ2+σ 2

λi


µ2 + σ 2

β i =


1
a20

+
µ2

µ2+σ 2 − 1 +
µ

√
µ2+σ 2

λi


µ2 + σ 2
.

Since g1i(t + 1) = (a0 + λiε(t)f0)g1i(t) is mean square stable for
any i ∈ {2, 3, . . . ,N}, there exists a common

 f0a0 , such that (11)

holds for all i = 2, 3, . . . ,N . This means ∩i

β

i
, β i

must be non-

empty, which implies β
2

< βN . Further calculation shows that (9)
holds with γc = 1 −

1
a20
. The proof is completed.

3.2. Balanced directed graph case

Since the non-zero eigenvalues of L may not be real numbers
for a balanced directed graph, the decomposition method used in
the previous subsection cannot be applied to the digraph case. In
this section, we propose to use Lyapunov methods. Firstly, we give
an equivalent mean square stability condition for (3), which can be
regarded as a duality result formean square consensus on the same
graph. The result is stated in Lemma 3.

Lemma 3. Suppose L is the graph Laplacian of a balanced directed
graph that contains a directed spanning tree, then (3) is mean square
stable if and only if the following dynamics with the constraint (1′

⊗

I)f ≡ 0 is mean square stable

f (t + 1) = (I ⊗ Ā′
+ ε(t)L ⊗ H̄ ′)f (t). (12)

Proof. The mean square stability of (3) is equivalent to that of (5)
with the constraint (1′

⊗I)h ≡ 0. Let Y ∈ RN×(N−1),W ∈ R(N−1)×N ,
T ∈ RN×N and Jordan matrix △ ∈ R(N−1)×(N−1) be such that T =
1, Y


, T−1

=


1′/N
W


, T−1LT = J =


0 0
0 △


where the diagonal

elements of △ are the nonzero eigenvalues of L and 1′Y = 0 (Ren
&Beard, 2008). Introduce the state transformation h̄ =


T−1

⊗ I

h

with h̄ = [h̄′

1, h̄
′

2, . . . , h̄
′

N ]
′, then (5) can be replaced in terms of h̄

as h̄(t + 1) = (I ⊗ Ā + ε(t)J ⊗ H̄)h̄(t). Since h̄1 = (1′/N ⊗ I)h ≡

0, the mean square convergence property of h̄ is equivalent to
that of [h̄′

2, h̄
′

3, . . . , h̄
′

N ]
′, which is also equivalent to that of f̂ with

f̂ (t + 1) = (I ⊗ Ā′
+ ε(t) △

′
⊗H̄ ′)f̂ (t) (Xiao et al., 2012). Since

any squarematrix is similar to its transpose (Taussky&Zassenhaus,
1959), there exists an invertiblematrix V , such that V−1 △

′ V = △.
Let f̄ = (V−1

⊗ I)f̂ , then f̄ (t +1) = (I ⊗ Ā′
+ε(t)△⊗ H̄ ′)f̄ (t) and

the mean square convergence property of f̂ is equivalent to that of
f̄ . Let f̄1 ≡ 0, and augment f̄ to [f̄ ′

1, f̄
′
]
′ with


f̄1(t + 1)
f̄ (t + 1)


= (I ⊗ Ā′

+

ε(t)J⊗H̄ ′)

f̄1(t)
f̄ (t)


, then themean square convergence property of f̂

is equivalent to that of [f̄ ′

1, f̄
′
]
′. Define f = (T ⊗ I)[f̄ ′

1, f̄
′
]
′, then it is

easy to show that f follows the dynamics (12) with the constraint
(1′

⊗ I)f = (1′
⊗ I)([1, Y ] ⊗ I)[f̄ ′

1, f̄
′
]
′
≡ 0.

In view of Lemma 3, the consensusability result for the multi-
agent system (1) under a balanced directed graph is stated in
Theorem 2.

Theorem 2. Under Assumptions 1 and 2, the multi-agent sys-
tem (1) is mean square consensusable by the controller (2) under a
balanced directed communication topology, if the balanced directed
graph contains a directed spanning tree, (A, B) is controllable, (C, A)
is observable, and

γ2 ,
µ2

µ2 + σ 2
×

λ̃2
2

η
> γc (13)

where γc is given in Lemma 1, η = ρ(L′L) and λ̃2 denotes the
smallest positive eigenvalue of Ls = (L + L′)/2 (connect with the
next paragraph).

Moreover, if (13) holds, there exists a solution P0 > 0 to the
modified Riccati inequality (4) with γ = γ2, and a pair of control
gains that ensures mean square consensus can be given by F =

−
µ

µ2+σ 2
λ̃2
η
AP0C ′(CP0C ′)−1 and any K satisfying that A+BK is stable

and invertible.

Proof. Lyapunov methods will be used to show the mean square
stability of (12) and thus to prove the sufficiency. Define P =
P1 P ′

3
P3 P4


> 0 where P1, P3, P4 ∈ Rn×n, P1, P4 are symmetric

matrices and P1 > 0, P4 − P3P−1
1 P ′

3 > 0. Define the Lyapunov
function candidate V (t) = E{f (t)′(IN ⊗ P )f (t)}. Since all the
eigenvalues of A are either on or outside the unit disk and (A, B)
is controllable, there exists K such that A + BK is stable and
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invertible. We can choose P3 and F as P3 = −(A + BK)−1AP1, F =

−κAP1C ′(CP1C ′)−1 with κ > 0. Then H̄PĀ′
= ĀPH̄ ′

=

κ

−Q0 Q0
Q0 −Q0


with Q0 = AP1C ′(CP1C ′)−1CP1A′, which implies

V (t + 1) ≤ E{f (t)′(IN ⊗ ĀPĀ′
+ µ(L + L′) ⊗ H̄PĀ′

+ η(µ2
+ σ 2)IN ⊗ H̄PH̄ ′)f (t)}. (14)

Since the balanced directed graph G contains a directed spanning
tree, Ls is a valid graph Laplacian matrix for a connected undi-
rected graph (You, Li, & Xie, 2013). Thus we can select φ̃i ∈ RN

such that Lsφ̃i = λ̃iφ̃i, with 0 = λ̃1 < λ̃2 ≤ · · · ≤ λ̃N

and form the unitary matrix Θ̃ = [1/
√
N, φ̃2, φ̃3, . . . , φ̃N ], with

diag(λ̃1, λ̃2, . . . , λ̃N) = Θ̃ ′LsΘ̃ . Introduce the state transforma-
tion f̃ = (Θ̃ ′

⊗ I2n)f with f̃ = [f̃ ′

1, f̃ ′

2, . . . , f̃ ′

N ]
′, then f̃1 ≡ 0,

and (14) becomes

V (t + 1) ≤

N
i=2

E{f̃i(t)′(ĀPĀ′
+ 2µλ̃iH̄PĀ′

+ η(µ2
+ σ 2)H̄ ′PH̄ ′)f̃i(t)}. (15)

Letαi = 2µλ̃iκ−η(µ2
+σ 2)κ2, then ĀPĀ′

+2µλ̃iH̄PĀ′
+η(µ2

+

σ 2)H̄PH̄ ′
=


Q1i Q3i
Q3i Q4i


with Q1i = AP1A′

− αiQ0, Q3i = −Q1i,

Q4i = (A + BK)P4(A + BK)′ − αiQ0. If (13) is satisfied, there exists
κ =

µ

µ2+σ 2
λ̃2
η
, such that α2 > γc . Further, since (C, A) is observ-

able, in view of Lemma 1, there exist P1 > 0 and a sufficiently small
ζ > 0 such that (1−ζ )P1−Q12 > 0. Sinceαi ≥ α2, (1−ζ )P1−Q1i >
0 for all i = 2, 3, . . . ,N . Moreover, since A+BK is stable, there ex-
ists P4 > 0, such that (1− ζ )P4 − (A+ BK)P4(A+ BK)′ > Qi for all
i = 2, 3, . . . ,N , with Qi , P3P−1

1 P ′

3+((1−ζ )P3−Q3i)((1−ζ )P1−

Q1i)
−1((1 − ζ )P ′

3 − Q3i). This means that there exists P4 > 0 such
that P4 > P3P−1

1 P ′

3 and (1 − ζ )P4 − Q4i > ((1 − ζ )P3 − Q3i)((1 −

ζ )P1 − Q1i)
−1((1 − ζ )P3 − Q3i). In view of Schur Complement

Lemma (Bernstein, 2009), the existence of P1, P3, P4 can be guar-
anteed, such that P > 0, and (1− ζ )P > ĀPĀ′

+ 2µλ̃iH̄PĀ′
+

η(µ2
+ σ 2)H̄PH̄ ′ for all i = 2, 3, . . . ,N . Further from (15),

one can obtain that V (t + 1) ≤ (1 − ζ )
N

i=1 E{f̃i(t)′P f̃i(t)} =

(1 − ζ )E{f (t)′(IN ⊗ P )f (t)} = (1 − ζ )V (t). Thus V (t) converges
to zero exponentially and this completes the proof.

Here it should be noted that the directed graph which is
balanced and contains a directed spanning tree is a strongly
connected graph, while the converse is not true.

4. Consensus over non-identical fading networks

In the presence of non-identical fading networks, the consensus
error dynamics of δ is δ(t + 1) = (IN ⊗ A + L(t) ⊗ H) δ(t) with
L(t) modeling both the communication topology and the fading
effect. Since we cannot linearly separate the fading effect from the
communication topology by using L(t), the analysis of the mean
square consensus is difficult. In the following, we propose to use
edge Laplacian instead of graph Laplacian to model the consensus
dynamics. Thismethod allows us to separate the fading effect from
the network topology by building dynamics on edges rather than
on vertices.

4.1. Definition of edge Laplacian and problem reformulation

A virtual orientation of the edge in an undirected graph is an
assignment of direction to the edge (i, j) such that one vertex is
chosen to be the initial node and the other to be the terminal node.
The incidence matrix E(G) for an oriented graph G is a {0, 1, −1}-
matrix with rows and columns indexed by vertices and edges of G,
respectively, such that

[E(G)]ik =


+1, if i is the initial node of edge k
−1, if i is the terminal node of edge k
0, otherwise.

The graph Laplacian L and edge Laplacian Le can be constructed
from the incidence matrix respectively as L = E(G)E(G)′,
Le = E(G)′E(G) (Zelazo, Rahmani, & Mesbahi, 2007). In this
section, the consensus problem is studied under an undirected
tree topology setting, where the eigenvalues of the edge Lapla-
cian Le are the non-zero eigenvalues of the graph Laplacian L,
i.e., λ2, λ3, . . . , λN (Dimarogonasa & Johansson, 2010). Note that
for the case with general connected undirected graphs, it is suffi-
cient to study the mean square consensus over an arbitrary tree
subgraph in the communication topology. We limit our attention
to the state feedback case in this section.

Suppose agent k sends the information xk through the fading
channel to agent j, and the j-th agent receives the corrupted
information as ojk = εjk(t)xk(t) + njk(t), where εjk represents the
fading effect and njk denotes a zero-mean white communication
noise with bounded variance. The controller for agent j is designed
as

uj(t) = K

k∈Nj


εjk(t)xj(t) − ojk(t)


. (16)

Define the state on the i-th edge as zi = xj − xk, with j, k
representing the initial agent and the terminal agent of the ith
edge, respectively. Similarly, when only mean square consensus
is considered, nij can be neglected without loss of generality.
Assume that the fading on the same edge is equal, i.e., εjk =

εkj, which makes sense in practice (Dey, Leong, & Evans, 2009).
Following the definition of incidence matrix, the controller (16)
can be alternatively represented as uj(t) = K

N−1
k=1 ejkζk(t)zk(t),

where ζk denotes the fading effect on the k-th edge and ejk is the
jk-th element of E(G). If we define z = [z ′

1, z
′

2, . . . , z
′

N−1]
′, then the

closed-loop dynamics on edges can be calculated as

z(t + 1) = (IN−1 ⊗ A + Leζ (t) ⊗ BK) z(t) (17)

with ζ = diag[ζ1, ζ2, . . . , ζN−1].
If (17) is mean square stable, mean square consensus of the

multi-agent system (1) can be achieved, i.e., limt→∞ E{∥xi(t) −

xj(t)∥2
} = 0, ∀i, j ∈ V . Thus in the following, we focus on studying

the mean square stability of (17), and the following assumption is
made.

Assumption 3. The channel fading sequence {ζi(t)} is i.i.d. with
mean µi and variance σ 2

i for all i = 1, 2, . . . ,N − 1.

4.2. Sufficient conditions

Under Assumption 3, we can derive a necessary and sufficient
condition to ensure the mean square stability of (17).

Lemma 4. Under Assumption 3, the system (17) is mean square
stable if and only if there exist K and P > 0, such that

P > (I ⊗ A + LeΛ ⊗ BK)′P (I ⊗ A + LeΛ ⊗ BK)

+ (I ⊗ K)′G(I ⊗ K) (18)

with G = (Σ ⊗11′)⊙ ((Le ⊗B)′P (Le ⊗B)),Σ = [σij](N−1)×(N−1),
σij = E{(ζi − µi)(ζj − µj)} for i ≠ j, σii = σ 2

i and Λ =

diag[µ1, µ2, . . . , µN−1].
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Proof. This result is immediate from Lemma 1 in Xiao et al. (2012)
by noting that Leζ (t) ⊗ BK = (Le ⊗ B)(ζ (t) ⊗ I)(I ⊗ K) and
treating IN−1 ⊗ A, Le ⊗ B, I ⊗ K and ζ (t) ⊗ I as the systemmatrix,
input matrix, output matrix and fading effects of theMIMO system
studied in Xiao et al. (2012) respectively.

However, (18) cannot provide any physical insights into the
mean square consensusability problem. In the following, we try
to obtain analytic sufficient conditions to ensure mean square
consensus of the multi-agent system (1) under controller (16).
Similar to Lemma 1, if (A, B) is controllable, then

P > A′PA − τA′PB(B′PB)−1B′PA (19)

admits a solution P > 0 if and only if τ is greater than a critical
value τd ∈ [0, 1). The consensusability result is stated in Theo-
rem 3.

Theorem 3. Under Assumptions 1 and 3, the multi-agent sys-
tem (1) is mean square consensusable by the controller (16) under
an undirected tree topology if there exists κ , such that

κ (LeΛ + ΛLe) + κ2(ΛL2
eΛ + Σ ⊙ L2

e ) < −τdI (20)

where τd is the critical value that determines the solvability of (19).
Moreover, if such κ exists, there exists a solution P0 > 0 to the
modified Riccati inequality (19), with τ being the smallest eigenvalue
of −κ (LeΛ + ΛLe) − κ2(ΛL2

eΛ + Σ ⊙ L2
e ), and a control

gain that ensures the mean square consensus can be given by K =

κ(B′P0B)−1B′P0A.

Proof. If (20) is satisfied, in view of the solvability of (19), one
can show that there exists P > 0 to the matrix inequality I ⊗

P > I ⊗ A′PA + (κ (LeΛ + ΛLe) + κ2(ΛL2
eΛ + Σ ⊙ L2

e )) ⊗

A′PB(B′PB)−1B′PA, which actually is (18) with K = κ(B′PB)−1B′PA
and P = I ⊗ P > 0. In view of Lemma 4, the proof is completed.

Remark 3. If all the channel fading is identical, i.e., ζi(t) = ζ0(t),
∀i = 1, 2, . . . ,N−1 andE{ζ0(t)} = µ, E{(ζ0(t)−µ)2} = σ 2, (20)
is equivalent to minκ maxi κ2(µ2

+ σ 2)λ2
i + 2κµλi < −τd, which

further implies µ2

µ2+σ 2


1 −


λN−λ2
λN+λ2

2
> τd. This is consistent with

Theorem 1.

Theorem 3 implies that mean square consensusability is
determined by the edge Laplacian, the fading statistics and the
agent dynamics. In the following, we will show that under specific
situations, the sufficient condition (20) can be further simplified.

A. The case of Λ = µI
With the help of Theorem 5.5.1 in Horn and Johnson (1991),

we can obtain a relaxed sufficient consensus condition as: there
exists κ , such that 2κµλ2 + κ2λ2

N(µ2
+ ρ(Σ)) < −τd. Since

the minimum of the left hand side of the previous inequality is

achieved at κ = −
µ

µ2+ρ(Σ)

λ2
λ2N

with theminimal value−
µ2

µ2+ρ(Σ)

λ22
λ2N

,

we have the following corollary.

Corollary 2. Under Assumptions 1 and 3 and if Λ = µI , the
multi-agent system (1) is mean square consensusable by the con-
troller (16) under an undirected tree topology if

τ1 ,
µ2

µ2 + ρ(Σ)

λ2
2

λ2
N

> τd (21)

where τd is the critical value that determines the solvability of (19).
Moreover, if (21) holds, there exists a solution P0 > 0 to the
modified Riccati inequality (19) with τ = τ1, and a control
gain that ensures mean square consensus can be given by K =

−
µ

µ2+ρ(Σ)

λ2
λ2N

(B′P0B)−1B′P0A.
Remark 4. If the channel fading is uncorrelated with each
other, the left hand side of (21) can be alternatively repre-

sented as λ2
2/

λ2
N maxi


1 +

σ 2
i

µ2


. Since arg maxi[1 +

σ 2
i

µ2 ] =

arg mini[
1
2 log2(1 +

µ2

σ 2
i
)], the condition (21) implies that the con-

sensusability is constrained by the eigenratio of the graph (You &
Xie, 2011) and the minimal mean square channel capacity (Elia,
2005) among all fading channels.

B. The case of Λ ≠ µI
If Λ ≠ µI , it is difficult to determine the eigenvalues of ΛLe +

LeΛ. In the following, we will show that if

2 max
i

µi −
1
2

 <
λ2

λN
(22)

then ΛLe + LeΛ is positive definite, and we can further derive a
relaxed sufficient condition to ensure mean square consensus for
the scenario of Λ ≠ µI .

Corollary 3. Under Assumptions 1 and 3 and if (22) holds, the
multi-agent system (1) is mean square consensusable by the
controller (16) under an undirected tree topology if

τ2 ,
1

maxi[µ2
i ] + ρ(Σ)

λ̂2
2

4λ2
N

> τd (23)

where τd is the critical value that determines the solvability of (19),
and λ̂2 is the smallest positive eigenvalue of ΛLe + LeΛ. More-
over, if (23) holds, there exists a solution P0 > 0 to the
modified Riccati inequality (19) with τ = τ2, and a control
gain that ensures mean square consensus can be given by K =

−
1

maxi[µ2
i ]+ρ(Σ)

λ̂2
2λ2N

(B′P0B)−1B′P0A.

Proof. Let λ̂2 ≤ λ̂3 ≤ · · · ≤ λ̂N be the ordered eigenvalues of
ΛLe +LeΛ. Following Exercise 2 after Corollary 6.3.4 in Horn and
Johnson (1985), one can conclude that |λ̂2 −λ2| ≤ ∥(Λ−

1
2 I)Le +

Le(Λ −
1
2 I)∥2 ≤ 2∥Λ −

1
2 I∥2∥Le∥2 ≤ 2 maxi |µi −

1
2 |λN . If (22)

holds, then |λ̂2 − λ2| < λ2, which means 0 < λ̂2 < 2λ2. Since
λ̂2 is the smallest eigenvalue of ΛLe + LeΛ, all the eigenvalues
of ΛLe + LeΛ are positive. Thus ΛLe + LeΛ is positive definite.
Besides, for all x ∈ RN−1, we have x′ΛL2

eΛx ≤ λ2
N(Λx)′(Λx) =

λ2
Nx

′Λ′Λx ≤ λ2
N maxi[µ2

i ]x
′x. Based on the positive definiteness

of ΛLe + LeΛ and the fact that ΛL2
eΛ ≤ λ2

N maxi[µ2
i ]I , we can

obtain a sufficient condition for (20) as

min
κ

[κλ̂2 + κ2(max
i

[µ2
i ] + ρ(Σ))λ2

N ] < −τd. (24)

Following a similar line of argument as in the derivation of
Corollary 2, we can obtain (23) from (24). The proof is completed.

Remark 5. For general channel fading that does not satisfy (22),
the consensusability condition would be more complicated.
However, if we adopt the controller of the form uj(t) =

K


k∈Nj
κk

εjk(t)xj(t) − ojk(t)


for each agent j, the dynamics for

z would be z(t + 1) =

IN−1 ⊗A+Leζ (t)K ⊗ BK


z(t), with K =

diag

κ1, κ2, . . . , κN−1


. Then by appropriately selecting the gain

matrix K , one can equalize the first moment of the channel fading
statistics, thus we can obtain a sufficient consensus condition as in
the scenario of Λ = µI .

Remark 6. One can easily show the consistency among the
derived results. The results derived for non-identical fading
networks always recover the results for identical fading networks,
i.e., under certain situations, Corollary 3 implies Corollary 2, and
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Fig. 2. Communication topology for (a) a general undirected graph and (b) a
balanced directed graph (c) an undirected tree graph.

Fig. 3. Mean square consensus error for agent 1 under an undirected communica-
tion topology with identical fading networks.

Corollary 2 implies Theorem 1. Besides, the results for balanced
directed graphs can degenerate to the results for undirected
graphs, i.e., Theorem 2 implies Theorem 1.

5. Simulations

In this section, numerical simulations are conducted to verify
the derived results. The parameters for the LTI dynamics (1) are
given by

A =

1.1830 −0.1421 −0.0399
0.1764 0.8641 −0.0394
0.1419 −0.1098 0.9689


,

B = [0.2, 0.1, −0.5]′ , C = [1.3, 1.4, 1.5]

with λ(A) = {1.0086, 1.0068, 1.0006} and γc = τd = 0.0314.
In the following, simulations are conducted under three cases:
identical fading networks with an undirected graph, identical
fading networks with a balanced directed graph, non-identical
fading networks with an undirected tree graph. In simulations,
the initial system states are randomly generated from the uniform
distribution on the interval (0, 0.5). All the fadings are assumed
to satisfy the Rayleigh distribution with probability density
function f (x; σr) =

x
σ 2
r
e−x2/(2σ 2

r ), where x ≥ 0 and σr is the
parameter for the Rayleigh distribution to be specified later in each
simulation. The channel additive noise is drawn from a zero-mean
normal distribution with variance one. The simulation results are
presented by averaging over 1000 runs.

Consider the consensus problem over identical fading networks
with an undirected graph, where the communication topology is
given in Fig. 2(a), and the identical channel fading is Rayleigh
distribution with parameter σr = 5, in view of Theorem 1, the
multi-agent system is mean square consensusable and one pair of
control gains can be selected as F = [−0.0188, 0.0039, −0.0228]′,
Fig. 4. Mean square consensus error for agent 1 under a balanced directed
communication topology with identical fading networks.

Fig. 5. Mean square consensus error for agent 1 under an undirected tree topology
with non-identical fading networks.

K = [0.1183, −0.2153, 0.0915]. Themean square consensus error
for agent 1 is plotted in Fig. 3.

Considering the case of consensus over identical fading
networks with a balanced directed graph, the communication
topology is assumed to be given in Fig. 2(b), then λ̃2 = 1.2192, η =

11.0283. If the identical channel fading is also assumed to follow a
Rayleigh distribution with the parameter σr = 5, the consensus
condition (13) is satisfied. One pair of controller gains based on
Theorem 2 is given by F = [−0.0041, −0.0028, −0.0036]′, K =

[0.7737, −1.0382, 0.2511]. The mean square consensus error for
agent 1 is shown in Fig. 4.

For the case of consensus over non-identical fading networks,
the communication topology is assumed to be the same as in
Fig. 2(c), and the Rayleigh fading statistics on the communication
links 1 − 2, 1 − 3, 1 − 4 are σr12 = 0.4980, σr13 =

0.4950, σr14 = 0.4900, respectively. We assume that the channel
fading is uncorrelated, and the sufficient condition to ensure mean
square consensus in Corollary 3 is satisfied. One controller gain is
K = [0.4608, −0.6829, 0.2069]. Themean square consensus error
for agent 1 is shown in Fig. 5.

Remark 7. Note that the tolerable Rayleigh fading statistics
for the third simulation is smaller than the previous two
simulations. This is because the fading parameters should satisfy
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the prerequisite (22), which in Corollary 3 is sufficient only, and
is adopted to deal with the complexity caused by Λ ≠ µI .
Nevertheless, as noted in Remark 5, this limitation can be removed
by adding more design freedom to the controller.

6. Conclusions

This paper has derived sufficient and necessary conditions for
mean square consensus of linear multi-agent systems under undi-
rected communication topologies with identical fading networks,
balanced directed communication topologies with identical fad-
ingnetworks, andundirected communication topologieswithnon-
identical fading networks, respectively. It has been shown that,
consensusability is closely related to the statistics of fading net-
works, the eigenratio of the graph, and the instability degree of the
dynamical system. Future work includes the case with unbalanced
directed communication topologies, the case of general topologies
with non-identical fading networks, and the joint effect of directed
communication topologies and non-identical fading networks on
the mean square consensusability. Besides, the calculation of the
control parameters F , K requires the global knowledge of the com-
munication topology and the fading statistics, which might be im-
practical in real situations. A fully distributed consensus protocol
is thus preferred, which is also one of our future research topics.
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